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Abstract  
 

This paper addresses the problem of optimised decision 
making in scheduling non deterministic events for WSN 
nodes. Scheduling events for highly constrained WSN 
nodes with finite resources can significantly increase the 
lifetime of the network. Optimising the scheduling of 
events ensures that under any given constraint the 
network lifetime is maximised. The presented technique 
uses Renewal theory to formulate a stochastic decision 
making process. By observing network events, optimised 
decisions are made regarding node sleep times. This 
technique links the time a node spends in the sleep state 
to the rate of traffic throughput in the network making 
the process able to adapt to changes. The proposed 
technique also has the added advantage of using data 
available locally to a node thus minimising control 
overheads. It can be employed in both static and ad hoc 
networks, as well as for autonomous decision making in 
nodes that have to self configure. Finally, this policy 
driven technique exploits the heterogeneous nature of a 
typical WSN architecture by using less constrained 
nodes for formulating policies which can then be 
implemented in more constrained nodes. Theoretical 
and empirical results are presented.  
 
 
1 Introduction 
 
Wireless Sensor Networks (WSNs) of small, light weight 
and low cost network elements (often called Pico nodes) 
that may be deployed in large numbers have significant 
potential for monitoring so called smart environments on 
earth as well as numerous applications in space. One of 
the challenges for achieving the potential of this 
technology is the effective management of the power 
consumption in these devices in order to maximise node 
lifespan and ultimately network lifespan while at the same 
time maintaining adequate quality and quantity of service. 
Power management of power constrained electronic 

systems has received much attention and there are several 
paradigms that address this problem [1-4]. With the finite 
resources of these Pico nodes, power management can be 
thought of as maximising available power for given 
performance constraints. In other words, decisions will 
have to be made on how much power to expend for a 
given task. In a dynamic environment, this will have to be 
repeated to suit changes. This decision making process is 
relatively straightforward in deterministic networks where 
data is collected at fixed points in time. For non 
deterministic networks, where events are random and 
there is a constraint on delay i.e. data is required as and 
when they happen, the decision making problem becomes 
more complex. Further more, to maximise the lifespan of 
the nodes, any decisions made should ideally be optimal. 
Scheduling network activity and operation offers 
significant energy savings since by knowing when events 
and hence. packets transmissions will occur, power can be 
saved by transferring idle nodes into sleep mode as well 
as ensuring that media access is fair, thus minimising 
retransmissions due to collisions. In a deterministic 
environment, deciding on a schedule is tractable and the 
decision can be made to guarantee optimality. In a non 
deterministic environment stochastic processes offer a 
technique to deal with the random nature of events. The 
stochastic decision making strategy used in this paper is 
based on Renewal theory. It forms the basis for making 
optimised scheduling decisions. This technique 
fundamentally analyses the network as having two 
commodities to be managed, network traffic and energy 
consumption. Managing these commodities involves 
making decisions and carrying out actions. Ideally, every 
decision and subsequent action should be best for a 
desired outcome. This technique also offers the potential 
for reducing scheduling overheads. A policy is a 
prescribed set of actions for a given goal over a period of 
time. A given policy remains valid for as long as 
parameters remain stationary otherwise indefinitely. 
Policies can also be formed by any network node with 
adequate resources and implemented in other nodes. The 
problem formulation fundamentally makes a link between 
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network traffic and node activity, consequently 
scheduling is dynamic. This has the added benefit of 
generating policies that do not depend on specific network 
configurations but simply on traffic throughput, further 
reducing any overheads. A further advantage of the 
technique presented is the potential for autonomous 
decision making. The decision on how long to sleep for is 
taken based on information available to a node i.e. traffic 
flow and service rates. By analysing this information, a 
node can determine an optimum policy without consulting 
other nodes for information. This has the advantage of 
further reducing overheads and also makes the technique 
suitable for nodes that have to self configure intelligently 
and without any human intervention.  
The remainder of this paper is structured as follows – first 
a review of related work is presented followed by a 
formulation of the scheduling problem in section 3. Then 
a theoretical basis for the scheduling problem is described 
in section 4 before a solution is given, followed by a 
simulation of a typical event based system. Finally 
conclusions are drawn and future work set out. 
 
2 Related work 
 
Where information is required from a WSN at fixed 
points in time i.e. taking temperature readings from a 
plant every 1 second,  the network events can be thought 
of as deterministic. For non deterministic networks, 
events are random and importantly there is a constraint on 
the delay incurred in getting data from source to sink. 
Without a delay constraint, for the example above, 
readings could still be made at the same fixed periods thus 
network is deterministic [15]. Consequently any 
scheduling technique for these networks fall broadly into 
one of these two categories. Deterministic scheduling 
techniques are presented in [6-9]. [6-8] present Time 
Division Multiple Access (TDMA) scheduling where 
timeslots are allocated by receivers and filled by 
transmitters. A crucial consideration is  how well a given 
technique scales as network size increases. Centralised 
techniques as in [6] do not scale well whereas distributed 
ones [7] tend to introduce significant overheads. The 
technique presented in [8] follows on the work done in [7] 
which was designed predominantly for ad hoc networks in 
which data is collected at tree roots (sense to gateway 
applications). Based on required bandwidths, parents 
advertise available slots and children respond to these 
advertisements depending on their needs. This extension 
to the original work allows for two way communication, 
partial flows of traffic in which the flow terminates at a 
node and not necessarily at the root, as well as better 
synchronisation. 
Another deterministic scheduling technique is presented 
in [9]. The authors describe the merits of the protocol to 
include power savings by eliminating idle listening, 
avoids packet collisions which reduces packet delay with 

very little buffering required. On the down side, this 
scheduling protocol requires a deterministic environment 
and does not attempt any load balancing. Further 
examples of power reduction by way of deterministic 
scheduling can be found in [16-19]. 
For mission critical applications and where delay 
overheads are important, the use of these techniques may 
not be adequate and instead non deterministic techniques 
should be employed. One such technique is presented in 
[10]. This technique focuses on maintaining a network 
“backbone” that ensures packets can be forwarded from a 
source to a destination at a given time. Each node in the 
network makes a decision periodically on whether to stay 
awake and act as a coordinator or to go to sleep. As this 
technique uses only local information, it scales well as 
number of nodes increases. In [11] the IEEE 802.11 
protocol for power management in ad-hoc networks is 
presented. In this scheme time is divided into beacon 
intervals. At the beginning of each beacon interval there 
exists a time interval called the ATIM window (Ad-hoc 
Traffic Message Indication Message Window) where 
every node is awake. When a node has a message to 
transmit it first transmits an ATIM frame to the intended 
destination during the ATIM window which in turn 
replies with an ATIM-ACK acknowledgement. A node 
that did not receive or transmit an ATIM frame during the 
ATIM window can go to sleep at the end of the ATIM 
window. Clearly the size of the ATIM window will have 
a substantial influence on the performance of the power 
saved. [12-13] discuss the influence of the ATIM window 
on the power saved. As shown in [13], the optimal ATIM 
window size depends on various factors and a mechanism 
to dynamically choose the ATIM window size is given. 
The work presented in [14] improves on the IEEE 802.11 
protocol by eliminating the ATIM window and replacing 
it with the DATA window which reduces overheads.  
In summary, for data critical systems in non deterministic 
environments, any improvements in delay must be 
carefully weighed against power consumption. The IEEE 
802.11 is a typical example where the time spent between 
waking up has to be balanced with delays in forwarding 
packets. Stochastic processes have been used to solve 
similar decision making problems. In [23,24,29, and 30], 
Markov chains are used. Queuing theory [26,27] and 
Renewal theory [30] also closely related to Markov have 
also been applied. Such work forms the basis for making 
optimised scheduling decisions in this paper. In particular 
Renewal theory is used to formulate and optimise node 
sleep times with a view to guaranteeing optimal delays for 
a given power constraint.  
 
4.1 Renewal theory 
 
Renewal theory [20-22] began as the study of stochastic 
problems concerned with the failure and replacement of 
components. Assume a population of components, each of 
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which is characterised by a non negative continuous time 
random variable X called its failure time. Suppose that the 
random variable has a probability distribution function 
(p.d.f.) f(x), zero for negative x, that is 
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Suppose that at time zero a new component begins life. 
This component fails at time X1 and is replaced 
immediately by a new component with failure time X2. 
Then the second failure will occur after 1 2X X+  and 
likewise if the failure time of the rth component used is 
Xr, then the rth failure occurs at time 
 1 2 ....r rS X X X= + +    (3) 
If {X1,X2,…} are independently identically distributed 
random variables, all with p.d.f. f(x), the system is an 
ordinary renewal process. Other forms of renewal 
processes (modified renewal process) can be found in 
[21]. 
The cumulative distribution function (c.d.f.), F(x) giving 
the probability that a component has failed by time x is 
 ( ) ( )F x prob X x= ≤    (4) 

  
0

( )
x

f u du= ∫    (5) 

Note that (5) gives F(x) in terms of the p.d.f. f(x) and 
conversely, differentiating (5) gives  
 )()( ' xFxf =     (6) 
Determining f(x) for a given F(x). 
While F(x) above gives the c.d.f. of failure time, the 
survivor function )(xFS , 
 )()( xXprobxFS >=    (7) 
  = 1 – F(x)   (8) 

  ∫
∞

=
x

duuf )(    (9) 

gives the probability that a component has not failed up to 
time x. Of particular interest is the forward recurrence 
time Vt which is defined as the time measured from t to 
the next renewal to occur after t. Other parameters of 
interest in the study of renewal theory can be found in 
[21]. This is sometimes referred to as the residual life-
time. It can be proved that if t is large, the forward 
recurrence time Vt in an ordinary renewal process has the 
p.d.f.  

Vt = Fs(x)/u    (10) 
where Fs(x) is the survival function (9) and u is the mean 
failure time. Finally, a renewal process in which X1 has 
the p.d.f. Fs(x)/u is called an equilibrium renewal process. 
Thus an equilibrium renewal process can be regarded as 

an ordinary renewal process in which the system has been 
running a long time before it is first observed. 
 
3 The scheduling problem 
 
There are many applications for WSN and consequently 
the network structure can vary considerably for different 
applications.  Often the network structure tends to be 
heterogeneous with high level less resource constrained 
nodes acting as gateways or data sinks for other more 
constrained nodes [5]. The technique presented here takes 
advantage of this heterogeneous nature of the network by 
using tethered nodes to analyse network traffic based on 
which a power management policy is derived. This is in 
turn broadcast to the more constrained nodes for 
implementation. This technique divulges the resource 
intensive task of formulating a policy from highly 
constrained nodes. Also, as the system is policy driven, a 
policy once formulated and broadcast for implementation 
lasts for a long time, thus eliminating communications 
overheads for the duration of the policy. Other 
considerations to be taken into account when designing 
protocols for these highly constrained networks include 
whether or not sources and sinks are stationary. When the 
nodes are mobile, ad hoc networks, the amount of traffic 
going through a node has an added dimension of 
uncertainty rather than in a static environment. A 
scheduling strategy involves synchronising 
communication between two or more nodes. When the 
environment is dynamic this synchronisation process will 
have to be performed continuously. This increases the 
overheads associated with the strategy and has a negative 
impact on network performance. The technique presented 
here works on traffic flow through a node abstracting the 
number or identity of nodes sending the information, this 
helps to reduce the number of schedule updates due to 
roaming. A further goal for the formulation of a 
scheduling strategy for these highly constrained nodes is 
the requirement for any strategy to be straightforward. 
This is also achieved as constrained nodes require little 
resources by way of computing power or memory for 
implementing this policy driven approach. Note that, 
while the approach presented here requires input from an 
operator, it has the potential to be adopted for autonomous 
implementation. Figure (1) below shows three nodes – A, 
B and C. All nodes can communicate with each other. 
Nodes B and C use node A as a gateway to a base station 
situated further up the network hierarchy. Nodes B and C 
act in turn as routers for other nodes lower the network 
hierarchy. All eventually arrive at a base station which 
has an infinite amount of resources and is used for policy 
formulation. In an ad hoc environment nodes are mobile 
and the figure 1 represents a snapshot of communicating 
nodes at a given time. The total traffic arriving in each 
node, for example (A) is 
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where XiA is the traffic arriving from node i to A and XA 
is the traffic originating in A, with i = [B,C,…]. In this 
instance (with three nodes A, B, C) on each node (A) the 
total flow of traffic into the node is 2 (B and C) and i = 2 
plus the traffic generated from the sensors on the node 
(A). 

 
 

Figure 1: Communicating nodes 
 

Ideally what is required is for node A to wake up just in 
time to service requests from nodes B and C, events 
generated in node A can trigger an interrupt to wake the 
node up. Because the events in all nodes are random, 
determining the optimal time to wake up and service 
requests is further complicated. However, by observing 
the rate of request arrivals from both nodes, in theory A 
can determine when the next event is likely to occur and 
wake up in time to service it. Consequently A is setting 
up a schedule using only information available to A 
without any need to communicate with nodes B and C. 
Also, as A considers the average rate of arrivals 
irrespective of where the data is coming from, then if 
nodes B and C migrate, and in turn, other nodes take their 
places, any policy formed remains valid so long as 
average rate of arrivals remain the same. Following is a 
problem formulation and solution for optimum sleep 
times for node A. For the purpose of analysing the 
renewal process formed, assume that the service rate and 
request arrival rates follow a Poisson process. This is a 
fair assumption as if arrivals at nodes B and C follow 
Poisson distributions, then the total traffic in A is the sum 
of Poisson processes which is also Poisson. In this case, 
the rate at which events are serviced have no dependence 
on any previous requests and is totally random. Thus the 
system is said to be memory less and the probability of 
completing a service follows the exponential distribution. 
This class of systems is referred to in queuing theory as 
an M/M/1 system [26-27]. Other variations include 
systems with general probability distributions (G/M/1 or 
M/G/1) which renewal theory is also applicable for, 
however assume a classical M/M/1 system for the purpose 
of the analysis done here. Note also that it is not necessary 
to repeat the process for every node (or groups of nodes) 

in the network as all nodes communicating with the same 
network properties can use the same policies. Assume that 
the rate at which the service processor (node A) services 
requests follows an exponential distribution with mean λd 
and the service arrivals have a mean of λu. That is the 
probability of an arrival or request service both have the 
form: 

 )(tF  = te λ−−1    (12) 
From (2) above, F(x) = F(t). The system nodes can be in 
one of four states as shown in figure 2 below namely 
active, sleeping, transitioning to sleep or transitioning to 
active. Note that the analysis here can be extended to 
systems with more states such as alternative low power 
states. Upon completion of a service request, the system 
transitions into the sleep state, where a decision is made 
on how long to go to sleep for. Following this decision, 
the system goes to sleep. After the set sleep time the 
system wakes up and transitions into the active state, 
where it waits for and services the next request that 
arrives. After this service it transitions back into the sleep 
state and the cycle begins anew, which forms a renewal 
process. Note that in this case the component being 
renewed is the arrival and subsequent servicing of an 
event in the network. Also, consider a queuing process in 
which service is available only at service intervals, a 
renewal process. A customer arriving at time t will have 
to wait a time Vt for the first service instant. Also, 
observation of the system is delayed for a long time such 
that the renewal process is an equilibrium renewal 
process. Thus the problem of finding the optimal schedule 
is equivalent to minimising Vt the time spent waiting for 
service. Further more, the p.d.f. of Vt for an equilibrium 
renewal process is given in (10) above. Thus the problem 
reduces to finding and minimising Fs(x)/u (10).  Assume 
that the action set available to the power manager is to 
sleep for jh where j is an index and h is a fraction of the 
arrival time. Each action has an associated cost / reward. 
The reward for going to sleep for jh time period is a 
function of the rate at which power is saved sleeping. 
Assume q(j) the average performance penalty calculated 
by averaging the time penalty a service request incurs 
over t(j) the renewal time. The expected energy ∑p(j)e(j) 
is calculated using p(j) the probability of issuing a 
command to go to sleep and e(j) the expected energy 
consumption. The optimisation problem is to find the 
optimal distribution of the random variable Г = 
[0,h,2h,…jh,..Nh] (where N is the maximum sleep time for 
a given arrival rate) that specifies how long to spend in 
the sleep state. The solution can be viewed as a table of 
probabilities with each element p(j) specifying the 
probability of spending jh time in the sleep state. The 
solution can be found by using the results of the ratio 
limit theorem for renewal processes [22] as shown below. 

A 

B C 
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Figure 2: State transitions 
 

q(j) above is a function of the residual life as defined in 
(7) and (10) and u is equal to t(j) the distribution of which 
is given in (1). The expression sum of p(j) equals one 
comes from (2). 
 
4 Theoretical analyses 
 
Ultimately the aim is to find the cost associated with 
taking each action. The set of actions is a random variable 
spread over Г. Further more the renewal time and 
subsequent residual life is a function of each action. The 
rate of request arrivals follow a Poisson process with rate 
λu and the servicing time of requests also follow a Poisson 
process with rate λu. Let the mean time until arrival equal 
to β and let I(j) be an indicator function which is equal to 
one if j < N and zero otherwise. The expected time until 
renewal can now be defined as 
t(j) =  
[ ]
[ ]jhjhIjtE

jhjhIjtE

=Γ>

+=Γ≤

β

β

()(

()(
    (14) 

Which is the sum of the expected time until renewal if the 
arrival time is less than or equal to the sleep time, in 
addition to the expected time for an arrival after the sleep 
time. 
Observing figure 2 above, for an arrival during sleep time, 
the estimated renewal time is  

1 2 1

( )

( )

j

d d

d u d u

E I jh jh

jh EU EU jh EU P jh
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λ λ β
λ λ λ λ
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and for an arrival after the sleep period –  
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that is, the expected time until renewal t(j) is equal to the 
probability of arrival in the sleep time times the total time 
taken to sleep, make transitions and service incoming 
requests, plus the probability of arrival after sleep time 
times the rate of arrival plus the time taken to service 
requests and make transitions. The probability of an 
arrival interval jh is given in (17) below. 

0

( ) ( )
jh

P jh f xβ ≤ = ∫    (17) 

The costs can now be calculated as follows -  
i.) Delay cost : This is calculated from equations (15) and 
(16) above by simply replacing the sleep time (jh) with 
the average delay incurred for an arrival during sleep time 
and zero for an arrival after sleep time. Hence the delay in 
the active state is simply the time spent waiting for an 
arrival plus the time taken to service the request when it 
arrives. 
ii) Power cost : Again power cost is calculated by as for 
the delay cost however the time spent in each state is 
multiplied by the rate of power consumption in that state.  
An example is provided in the results section below. 
Queuing systems with vacation have been studied in [31] 
where average delay due to vacation time Vact is given as 

 
( )

t

t

Vac
Vac
*2

2

.     (18) 

 
4.1 Policy implementation 
 
The optimal policy obtained from solving the LP derived 
from (13) is a table of probabilities p(j) which is 
transformed into a table of cumulative probabilities P(j) 
based on p(j). The sequence of sleep time actions at an 
intended node follows this probability distribution. For 
example, from figure 1, node A sleep policy might be to 
sleep for 30 min with a probability of 0.4 and 60 min with 
probability 0.6. The sequence of actions for the next 10 
events is simply to choose action 30 min to action 60 min 
with a ratio of 4 to 6. Upon deciding the order of these 
actions, node A informs nodes B and C of the schedule. 
For ad hoc networks, this information can be 
communicated during initialisation or simply by 
employing a random timeout until an initial 

Decisions 
1) Sleep time = 
0 
2) Sleep time = 
jh 
. 
. 
n) Sleep time = 
Nh 

Arrival 

Sleep 
Queue = 
0 

Transition 
to sleep = 
0t 

Active 

Transition 
to active = 
0t 
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communication is made following which the schedule is 
established.  
 
5 Results 
 
For the purpose of demonstration it is assumed that the 
arrival rate of requests is 1 every hour and the service rate 
of requests when the system is active is 1 every minute. 
Therefore the service time and arrival rate models are  

t
d etF −−= 1)(  and t

u etF 0166.01)( −−= . 
Assume that the system consumes power at a rate of 
10mW awake [25] and 0.01 mW sleeping, as well as a 
lump sum cost of 10mW to wake up and 5mW to sleep. In 
the sleep state a small amount of power is assumed to be 
consumed keeping certain circuits like timers active. 
Transition delays are deemed small enough to be ignored. 
Furthermore, it is assumed that the action set available to 
the power manager is to go to sleep for 0min, 60min, 
120min and 180min. The maximum sleep time (180min) 
is set to approximate the maximum time before an arrival, 
i.e. probability of an event arrival after 180min is 1. 
Example: For a sleep time of 60min, Expected renewal 
time E(t(j)) =  

1 21; 60; 0; 0;
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Expected delay E(q(j)) =  
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Expected energy E(E(j)) =  
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Similarly the expected renewal time, performance and 
power penalties were calculated yielding the table (1) 
below. 
 

Table 1: Theoretical results 
 

Sleep 
time 
decision 
(min) 

Expected 
Renewal 
time 
(mins) 

Expected 
Energy  
(mJ) 

Expected 
Power 
(mW) 

Expected 
Perf. 
penalty 
(mins) 

0 61.02 610.2 10 1.02 
60 78.26 221.57 2.83 19.29 
120 129.14 97.4 0.82 53.92 
180 185.93 33.81 0.18 92.95 

 
Figure 3: Matlab LP file 

 
The minimisation problem described in (16) cannot be 
solved directly but has to be transformed into a linear 
programming (LP) problem using intermediate variables. 
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Proof of (19) and (20) is given in [28]. Once the 
intermediate variables y(j) and z(j) are obtained from the 
LP, the probability of going to sleep for a jh period is 
given as p(j) = y(j)/z(j). 
As can be seen in table 1, the two parameters of interest in 
the network are now completely tractable. The power 
consumption of the node can be set to any value from the 
maximum 10mW to a minimum of 0.18mW. 
Alternatively the delay incurred by a node can be set from 
1.02 min to a maximum of 92.95. The LP problem stated 
above can also be used to find appropriate commands for 
a given constraint, e.g. for a maximum power 
consumption of 5mW, the LP (figure 3) is solved to give 
issue a command of sleep time = 0min with probability 
0.36 and sleep time = 60 with probability 0.64, incurred 
delay is 12.71min. Thus decisions can now be made in a 
manner that guarantees optimality and the system 
operator knows exactly how much delay is incurred for 
each action. For example, setting the sleep time to 60 min 
yields a delay of 19.29 min which is not optimal if a delay 

f = [1.02 19.29 53.92 92.95]; 
Aeq = [610.2 221.57 97.4 33.81 ; 
       61.02 78.26 129.14 185.93]; 
beq = [5; 1]; 
lb = zeros(4,1); 
[x,fval,exitflag,output,lambda] =  
linprog(f,[],[],Aeq,beq,lb,[]); 
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of 40 min is adequate, thus power is wasted. A graph of 
delay against power consumption is plotted in figure 4 
below. An M/M/1 queuing system was also simulated and 
delay and power consumption measured to compare to the 
theoretical results. Figure 5 shows the delay incurred for 
each sleep period in seconds and figure 6 illustrates the 
power consumed in mW for each action. Figure 7 shows 
Poisson generated events, figure 8 shows Poisson 
generated service rates and figure 9 shows state transition 
times for an action to sleep for 1 hour (3600 sec). To 
reduce the number of data points required for figures 7, 8 
and 9, simulation was ran at 3 second time steps. The 
simulation results agree with theoretical results.  
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Figure 4: Average delay vs. average power 
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Figure 5: Average delay for different actions 
 

Plot of average power (mW) for different actions
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Figure 6: Average power for different actions 
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Figure 7: Poisson generated request arrivals 
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Figure 8: Poisson generated service rates 
 

Plot of State transitions with sleep time = 60 min
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Figure 9: State transition times  
 

6 Conclusions 
 
This paper has investigated the problem of optimised 
scheduling decisions in WSN networks. For ultra low 
power nodes in a WSN, it is essential to maximise node 
life span so that any decisions made are optimal. Further 
more, networks operating in a non deterministic 
environment present added challenges due to the random 
nature of events. Continuous time renewal theory was 
used to formulate and solve for an optimised sleep time 
policy. A policy once formed remains valid for as long as 
network parameters remain the same and in a stationary 
environment, can be proved to be optimal. Secondly, the 
technique presented here takes advantage of the 
heterogeneous nature of resources in the network by 
formulating resource intensive policies in less constrained 
nodes for implementation in more constrained nodes. 
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Thirdly, the scheduling decisions are made based on 
information local to a node without the need to 
communicate with other nodes. All of these help to reduce 
the communication overheads needed for a schedule. 
Finally, for networks that have to self configure, it is 
essential that nodes have a mechanism for making 
intelligent decisions in non deterministic environments 
and for choosing the best options for any given operating 
condition. The presented technique has the potential to be 
used in such systems. Hidden Markov chains have been 
used extensively in artificial intelligence and the problem 
of autonomous actions for intelligent networks can be 
considered to fall within this realm. To this end future 
work will involve extending the work for application in 
self organising networks. Research into autonomous 
agents operating in non deterministic environments will 
be undertaken. 
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