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Abstract—This paper presents generalized Arlery-Tan-
Rabaste-Levenshtein lower bounds on the maximum aperiodic
ambiguity function (AF) magnitude of unimodular sequences
under certain delay-Doppler low ambiguity zones (LAZ). Our
core idea is to explore the upper and lower bounds on the
Frobenius norm of the weighted auto- and cross-AF matrices
by introducing two weight vectors associated with the delay and
Doppler shifts, respectively. As a second major contribution, we
demonstrate that our derived lower bounds are asymptotically
achievable with selected Chu sequence sets by analyzing their
maximum auto- and cross- AF magnitudes within certain LAZ.

Index Terms—Ambiguity function, lower bounds, unimodular
sequences, delay-Doppler low ambiguity zone, Chu sequences.

I. INTRODUCTION

AMBIGUITY function (AF) is an important concept in
communication, radar, and sonar systems [1]–[3]. Unlike

the traditional correlation functions, an AF characterizes the
receiver’s response to both Delay and Doppler shifts, serving
as a pivotal tool for mobile wireless system design. By sending
a preamble/sensing sequence over a wireless channel, for
example, the AF of such a sequence can be used to measure
the ranges and velocities of different targets in complex
environments [4].

The maximum magnitude of the AF sidelobes critically
influences the target detection and delay-Doppler estimation
capabilities of sequences, as the AF peaks of weaker targets
may be buried by the sidelobes of strong targets. To achieve
reliable detection and estimation, the ideal sequence sets
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are expected to have zero periodic/aperiodic auto-ambiguity
function (AAF) and cross-ambiguity function (CAF) values,
except for the AAF peak at the origin of the delay-Doppler
plane. However, such sequence sets are impossible due to
the limited volume of AFs [4]. In practical applications,
a feasible approach is to optimize the local AF sidelobes
of sequences over a low ambiguity zone (LAZ) [5] in the
delay-Doppler plane, since the maximum delay and Doppler
values are generally much smaller than the signal duration and
bandwidth, respectively [6]–[11].

Correlation functions can be considered as a special case
of AFs in the zero-Doppler cut. In the literature, two impor-
tant correlation lower bounds are the Welch bound [12] and
the Levenshtein bound [13]–[15]. These bounds are useful
measures of sequence sets operating under static (or quasi-
static) wireless environments only. In contrast, the upcoming
sixth generation (6G) mobile systems need to 1) deal with
highly dynamic environments with high mobility of 1000
km/h (or higher) [16], [17] and 2) support efficient design of
integrated sensing and communication (ISAC) systems [18],
[19]. Driven by these two important applications, it is desirable
to understand the AF lower bounds in order to measure the
optimality of sequence sets in asynchronous mobile channels.
Although periodic AF lower bounds are investigated in [20]
and [5], a comprehensive study of the aperiodic AF lower
bounds is still lacking. There is an aperiodic AF lower bound
in [5] but it is derived by extending the methodologies from the
periodic case. Furthermore, the trade-offs between the lower
bounds of the aperiodic AAF and CAF are largely untouched,
to the best of our knowledge.

From the construction perspective, while sequences with
low aperiodic correlation have been investigated with respect
to the Welch bound [12] and the Pursley-Sarwate criterion
[21] in [22]–[26], little is known on systematically constructed
sequences having low aperiodic AF sidelobes. The asymptotic
behavior of Chu sequence pairs [27] was studied in [22] and
[23], showing that the maximum auto-correlation and cross-
correlation magnitudes of the primary Chu sequence and its
conjugate can asymptotically meet the Welch bound [12].
This observation demonstrates that the aperiodic Welch bound
is asymptotically achievable, highlighting the effectiveness
of Chu sequences. However, similar evidence supporting the
achievability of the aperiodic AF lower bounds remains absent.

In this paper, compared to the bound in [5, Theorem 4], we
introduce tighter aperiodic AF lower bounds for unimodular
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sequences with certain LAZ. Such bounds are called “gen-
eralized Arlery-Tan-Rabaste-Levenshtein bounds” as we are
motivated by some techniques in [13] and [15] focusing on
aperiodic correlation lower bounds of polyphase sequence sets.
Our core idea is to explore the upper and lower bounds on the
Frobenius norm of the weighted auto- and cross-AF matrices
by introducing the delay- and Doppler-related weight vectors
as well as several useful structural properties of aperiodic AF.

It is shown that, at zero Doppler, the proposed AF lower
bounds include not only the Levenshtein bound [13] and
the Arlery-Tan-Rabaste bound [15], but also several other
aperiodic correlation bounds, such as the Welch bound [12],
the Sarwate bound [28], and the Peng-Fan bound [29]. Inter-
estingly, our derivation reveals that the optimal Doppler weight
vector should be the one that evenly weights the Doppler bins
within the LAZ, aligning with the cyclic nature of the aperiodic
AF in the Doppler dimension. In contrast, due to the non-cyclic
characteristics of the aperiodic AF in the delay dimension, it
is found that tighter aperiodic AF bounds can be obtained by
certain selected delay weight vectors.

Additionally, by analyzing the maximum aperiodic AAF
and CAF magnitudes of Chu sequences, we show that certain
pairs/sets of Chu sequences are asymptotically order-optimal
with respect to our proposed AF bounds over certain LAZ.
This analysis substantiates the achievability of these bounds.
We then demonstrate the tightness of the proposed bounds
through asymptotic analysis and numerical examples.

The remainder of this paper is organized as follows. In
Section II, we introduce preliminary definitions and describe
several properties of aperiodic AF. Section III presents our
proposed aperiodic AF lower bounds. In Section IV, we
analyze the maximum aperiodic AAF and CAF magnitudes
of Chu sequences in certain LAZ. Comparison and tightness
analyses of the proposed aperiodic AF lower bounds are
presented in Section V. Section VI concludes the paper.

Notations: In the following, we use boldface letters to
denote matrices and vectors. (·)∗, (·)T, (·)H stand for the
conjugate, transpose, and conjugate transpose, respectively. ⌈·⌉
and ⌊·⌋ represent the round up and round down operations.
The imaginary unit is denoted by j =

√
−1. In addition,

we define the circulant matrix c(x) specified by any vector
x = [x0, x1, · · · , xL−1] of length L as:

c(x) =


x0 x1 · · · xL−2 xL−1

xL−1 x0 · · · xL−3 xL−2

...
...

...
...

...
x1 x2 · · · xL−1 x0

 =


c(x)0
c(x)1

...
c(x)L−1

 ,

where the i-th row vector of c(x) is denoted as c(x)i.

II. PRELIMINARY

A. Definitions

We consider unimodular sequence set S = {xm}Mm=1

with M sequences of length N . Each sequence
xm =

[
xm
0 , xm

1 , · · · , xm
N−1

]
satisfies |xm

t |2 = 1 for
t = 0, 1, · · · , N − 1, meaning that the energy of each
sequence equals to N .

The discrete aperiodic AF of xm,xm′ ∈ S at delay shift τ
and Doppler shift ν is defined as

Axm,xm′ (τ, ν)

=


N−1−τ∑

t=0

xm
t

(
xm′

t+τ

)∗
e

j2πνt
N , 0 ≤ τ ≤ N − 1;

N−1+τ∑
t=0

xm
t−τ

(
xm′

t

)∗
e

j2πνt
N , 1−N ≤ τ ≤ −1,

(1)

where |τ |, |ν| ∈ ZN . When m ̸= m′, Axm,xm′ (τ, ν) is known
as the aperiodic CAF; otherwise, aperiodic AAF denoted by
Axm(τ, ν). It is worth noting that the aperiodic correlation can
be seen as a special case of the aperiodic AF when ν = 0,
which is represented by Rxm,xm′ (τ).

We further define the LAZ in the delay-Doppler plane as

Γ = {(τ, ν) |τ ∈ (−Zx, Zx) , ν ∈ (−Zy, Zy)} , (2)

where Zx, Zy ∈ [1, N ]. In practical applications, Zx and Zy

are determined by the maximum Doppler frequency and the
maximum delay [5], [30]. When Zx = Zy = N , Γ refers to
the global AF region.

The maximum (non-trivial) aperiodic AAF magnitude θa of
S and the maximum aperiodic CAF magnitude θc associated
to the LAZ Γ are defined by

θ2a = max
m∈[1,M ], (τ,ν)̸=(0,0),
|τ |≤Zx−1, |ν|≤Zy−1

|Axm(τ, ν)|2, (3a)

θ2c = max
m, m′∈[1,M ], m ̸=m′,
|τ |≤Zx−1, |ν|≤Zy−1

|Axm,xm′ (τ, ν)|2. (3b)

The maximum aperiodic (non-trivial) AF magnitude1 θmax of
S associated to Γ is defined by

θ2max = max
{
θ2a, θ

2
c

}
. (4)

Throughout the paper, such a sequence set S with the
maximum aperiodic AF magnitude θmax is denoted as
(N,M, θmax,Γ)-S.

B. Properties of Aperiodic AF
Before presenting the aperiodic AF lower bounds, we

demonstrate some inherent structural properties of the ape-
riodic AF of unimodular sequences through the following
lemmas:

Lemma 1 (Zero delay): For any unimodular sequence x, its
aperiodic AAF satisfies

Ax(0, ν) = 0, ∀ ν ̸= 0. (5)

Proof: Let x = [x0, x1, · · · , xN−1], for any ν ̸= 0, we
have Ax(0, ν) =

∑N−1
t=0 xt(xt)

∗
e

j2πνt
N =

∑N−1
t=0 e

j2πνt
N = 0.

From the definition of Axm,xm′ (τ, ν), the number of terms
in its summation is N−|τ |. By letting d = N−|τ |, d ∈ [1, N ],
one can readily show the following lemma:

Lemma 2: For any unimodular sequences xm and xm′
of

length N , we have∣∣∣Axm,xm′ (τ, ν)
∣∣∣ ≤ d, ∀ |τ |, |ν| ∈ [0, N − 1]. (6)

1Also referred to as peak sidelobe level (PSL) of aperiodic AF.
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III. APERIODIC AF LOWER BOUNDS OF UNIMODULAR
SEQUENCES

A. Aperiodic AF Lower Bounds Associated to the LAZ
In this subsection, we present our proposed aperiodic AF

lower bounds of θmax, θa and θc for S associated to the LAZ
Γ with 1 ≤ Zx ≤ N and 1 ≤ Zy ≤ N . First, for a unimodular
sequence set S, we define Zy Doppler shifted sequences for
each xm ∈ S as

x̃m,r =
[
xm
0 , xm

1 e
j2πr
N , · · · , xm

N−1e
j2π(N−1)r

N

]
,

for m = 1, 2, · · · ,M and r = 0, 1, · · · , Zy − 1. (7)

We define sequences xm,r of length 2N −1 by concatenating
x̃m,r with zero vector 01×N−1, as follows:

xm,r =
[
x̃m,r,01×(N−1)

]
. (8)

We define two weight vectors w = [w0, w1, · · · , wZx−1]
T

and p = [p0, p1, · · · , pZy−1]
T , for delay and Doppler shifts,

respectively. w and p satisfy the following conditions:
Zx−1∑
i=0

wi = 1, wi ≥ 0, i = 0, 1, · · · , Zx − 1, (9a)

Zy−1∑
r=0

pr = 1, pr ≥ 0, r = 0, 1, · · · , Zy − 1. (9b)

Then, we define the matrix U of size MZxZy × (2N − 1)
as follows:

U =


U1

U2

...
UM

 , with Um =


u(xm,0)
u(xm,1)

...
u(xm,Zy−1)

 (10)

for m = 1, 2, · · · ,M,

where u(xm,r) represents the weighted matrix of size Zx ×
(2N − 1), constructed from the first Zx row-vectors of the
circulant matrix c (xm,r) in conjunction with weight vectors
w and p. u(xm,r) is defined as

u(xm,r)=


u(xm,r)0
u(xm,r)1

...
u(xm,r)Zx−1

=


√
pr
√
w0c(x

m,r)0√
pr
√
w1c(x

m,r)1
...√

pr
√
wZx−1c(x

m,r)Zx−1

.
(11)

We set the (k + 1)-th element of u(xm,r)i as u(xm,r)i,k, so
we have

u(xm,r)i = [u(xm,r)i,0, u(x
m,r)i,1, · · · , u(xm,r)i,2N−2].

Note that the following identity is satisfied:∥∥UHU
∥∥2
F
=
∥∥UUH

∥∥2
F
, (12)

where ∥·∥F represents the Frobenius norm. Specifically, for a
matrix Y ∈ Cm×n, we have ∥Y∥F =

√∑m
i=1

∑n
j=1 |Yij |2,

with Yij denoting the (i, j)-th entry of Y.
We first consider the left-hand side of (12).

Lemma 3:
∥∥UHU

∥∥2
F

can be lower-bounded by

∥∥UHU
∥∥2
F
≥ M2

(
N −

Zx−1∑
s,t=0

ls,t,Nwswt

)
, (13)

with ls,t,N = |t− s|.
Proof: From the construction of U, we have∥∥UHU

∥∥2
F

=

2N−2∑
k,k′=0

∣∣∣∣∣∣
M∑

m=1

Zy−1∑
r=0

Zx−1∑
i=0

u(xm,r)i,k (u(x
m,r)i,k′)

∗

∣∣∣∣∣∣
2

(14a)

≥
2N−2∑
k=0

Zy−1∑
r=0

pr

M∑
m=1

Zx−1∑
i=0

|c(xm,0)i,k|2wi

2

(14b)

=

2N−2∑
k=0

(
M∑

m=1

Zx−1∑
i=0

|c(xm,0)i,k|2wi

)2

(14c)

=M2

(
N −

Zx−1∑
s,t=0

ls,t,Nwswt

)
, (14d)

where the inequality (14b) is obtained by removing all terms
k ̸= k′ in (14a). Equation (14c) is derived based on the
condition (9b) of the weight vector p. The proof of (14d)
is similar to [15, Appendix B] and hence omitted here.

Example: Set N = 3, M = 2, Zx = 3, and Zy = 2. The matrix U results in a size of 12× 5:

U =



√
p0
√
w0x

1
0

√
p0
√
w0x

1
1

√
p0
√
w0x

1
2 0 0

0
√
p0
√
w1x

1
0

√
p0
√
w1x

1
1

√
p0
√
w1x

1
2 0

0 0
√
p0
√
w2x

1
0

√
p0
√
w2x

1
1

√
p0
√
w2x

1
2√

p1
√
w0x

1
0

√
p1
√
w0x

1
1e

j2π
N

√
p1
√
w0x

1
2e

j4π
N 0 0

0
√
p1
√
w1x

1
0

√
p1
√
w1x

1
1e

j2π
N

√
p1
√
w1x

1
2e

j4π
N 0

0 0
√
p1
√
w2x

1
0

√
p1
√
w2x

1
1e

j2π
N

√
p1
√
w2x

1
2e

j4π
N

√
p0
√
w0x

2
0

√
p0
√
w0x

2
1

√
p0
√
w0x

2
2 0 0

...
...

...
...

...
0 0

√
p1
√
w2x

2
0

√
p1
√
w2x

2
1e

j2π
N

√
p1
√
w2x

2
2e

j4π
N


12×5

.
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Now we consider the right-hand side of (12).
Lemma 4:

∥∥UUH
∥∥2
F

can be upper-bounded by

||UUH ||2F ≤θ2cM(M − 1)

1−
D∑

d=E

Zx−1∑
s,t=0

ls,t,N=N−d

wswt



+ θ2aM

1−
Zx−1∑
i=0

w2
i −

D∑
d=E

Zx−1∑
s,t=0

ls,t,N=N−d

wswt


+MN2

Zy−1∑
r=0

p2r

Zx−1∑
i=0

w2
i

+M2
D∑

d=E

d2
Zx−1∑
s,t=0

ls,t,N=N−d

wswt, (15)

and

||UUH ||2F ≤M2θ2max +M

N2

Zy−1∑
r=0

p2r − θ2max

 Zx−1∑
i=0

w2
i

−
D∑

d=E

M2
(
θ2max − d2

) Zx−1∑
s,t=0

ls,t,N=N−d

wswt

 ,

(16)

where D ∈ [0, N − 1] represents the number of last delays
taken into consideration and E = N − Zx + 1.

Proof: Based on Lemma 1 and Lemma 2, we have

||UUH ||2F

=

M∑
m,m′=1

Zy−1∑
r,r′=0

Zx−1∑
i,i′=0

|Axm,xm′ (i− i′, r − r′)|2prpr′wiwi′

≤
M∑

m,m′=1
m ̸=m′

Zy−1∑
r,r′=0

Zx−1∑
i,i′=0

θ2cprpr′wiwi′

+

M∑
m=1

Zy−1∑
r,r′=0

Zx−1∑
i,i′=0

θ2aprpr′wiwi′

+M
(
N2−θ2a

)Zy−1∑
r=0

p2r

Zx−1∑
i=0

w2
i −

M∑
m=1

Zy−1∑
r,r′=1
r ̸=r′

Zx−1∑
i=0

θ2aprpr′w
2
i

−M(M − 1)

D∑
d=E

(
θ2c − d2

) Zx−1∑
s,t=0

ls,t,N=N−d

wswt

−M

D∑
d=E

(
θ2a − d2

) Zx−1∑
s,t=0

ls,t,N=N−d

wswt. (17)

By substituting (9) into (17), we conclude (15) and (16).

Based on (17), when the following property is satisfied:

∃ (ws, wt) s.t.
Zx−1∑
s,t=0

ls,t,N=N−d

wswt ̸= 0, θ2max > d2, (18)

there exists a positive integer D > E − 1 such that (16) is
tighter than the case with D = 0. A similar property for (15)
can also be easily derived.

Based on the weighting condition (9b) and by utilizing
the Cauchy-Schwarz inequality, we can determine that the
minimum value of

∑N−1
r=0 p2r in (16) is 1

Zy
. This minimum

value is achieved if and only if

p = p̂ =

[
1

Zy
,
1

Zy
, · · · , 1

Zy

]
. (19)

Hence, p̂ is the optimal choice of weight vector p for
Lemma 4, as it yields the tightest upper bound of

∥∥UUH
∥∥2
F

.
Remark 1: It is interesting to note that since Lemma 3 is

independent of the weight vector p, while the optimal choice
of p for Lemma 4 is p̂ in (19), therefore p̂ is also the optimal
Doppler weight vector for the desired aperiodic AF lower
bounds.

Then, from the above lemmas and this optimal weight vector
p̂, we can deduce the aperiodic AF lower bounds with respect
to the LAZ. We first define matrices Jd

Zx
and LZx

such that:

Zx−1∑
s,t=0

ls,t,N=N−d

wswt = wTJd
Zx

w,

Zx−1∑
s,t=0

ls,t,Nwswt = wTLZx
w.

Theorem 1 (Aperiodic AF lower bounds associated to an
LAZ): For any weight vector w satisfying the weighting
condition (9a), aperiodic AF lower bounds associated to any
LAZ Γ (1 < Zx ≤ N and 1 ≤ Zy ≤ N ) for any sequence set
(N,M, θmax,Γ)-S is given by:

θ2c (M − 1)

(
1−wT

D∑
d=E

Jd
Zx

w

)

+θ2a

(
1−wT

(
IZx

+

D∑
d=E

Jd
Zx

)
w

)

≥M

(
N −Q

(
w,

N2

MZy
,

D∑
d=E

d2Jd
Zx

))
, (20a)

θ2max ≥N −
Q
(
w,

N(N−Zy)
MZy

,
D∑

d=E

(d2 −N)Jd
Zx

)
1−wT

(
1
M IZx

+
D∑

d=E

Jd
Zx

)
w

, (20b)

where Q(w, η,B) = wT (ηIZx+B+LZx)w, E = N−Zx+1
and D ∈ [0, N − 1].

Proof: Based on equation (12), substituting the optimal
weight vector p̂ from (19) into Lemma 4 and combining it
with Lemma 3 yields (20).

As special cases, the correlation lower bound and AF lower
bound for global AF can be derived from Theorem 1.
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Remark 2: When Zy = 1 and D = 0, the proposed
bounds in (20) reduce to the Peng-Fan bounds [29, Theorem
2] for aperiodic correlation in the low correlation zone. This
correlation bound is equivalent to the AF bound for Zy > 1
derived from Lemma 3 and Lemma 4 using the non-optimal
weight vector p = [1, 0, · · · , 0]T . Therefore, for cases with
non-zero Doppler shifts, the proposed bound (20) is strictly
tighter than the Peng-Fan bound [29, Theorem 2], owing to
the optimal weight vector p̂.

Corollary 1 (Aperiodic AF lower bound for global AF): For
any set S of M unimodular sequences of length N , the global
aperiodic AF lower bound (i.e., Zx = Zy = N ) is given by:

θ2max ≥
{
N − 1, M = 1;
N, M > 1.

(21)

For any LAZ Γ with 1 < Zx ≤ N and Zy = N , the bound
in (21) still holds.

Proof: For any delay τ in aperiodic scenario, define
xm′

t+τ = 0 for |t+ τ | ≥ N , we have

N−1∑
ν=0

∣∣∣Axm,xm′ (τ, ν)
∣∣∣2

=

N−1∑
t=0

N−1∑
s=0

xm
t

(
xm′

t+τ

)∗
(xm

s )
∗
xm′

s+τ

N−1∑
ν=0

e
j2πν(t−s)

N

=N

N−1∑
t=0

|xm
t |2
∣∣∣xm′

t+τ

∣∣∣2 = N (N − |τ |) . (22)

For Zx = Zy = N , according to (22) and Lemma 1, we have

θ2c ≥ max
m, m′∈[1,M ], m ̸=m′,

|τ |≤Zx−1


∑N−1

ν=0

∣∣∣Axm,xm′ (τ, ν)
∣∣∣2

N


≥ max

|τ |≤Zx−1
{N − |τ |} = N ; (23a)

θ2a ≥ max
m∈[1,M ],

1≤|τ |≤Zx−1


∑N−1

ν=0

∣∣∣Axm,xm′ (τ, ν)
∣∣∣2

N


≥ max

1≤|τ |≤Zx−1
{N − |τ |} = N − 1, (23b)

For M > 1, the global AF lower bound of θ2max in (21)
is determined by the CAF bound (23a); for M = 1, it is
determined by the AAF bound (23b).

Remark 3: The lower bound for global AF in (21) is also
a special case of the proposed bound (20b) for delay-Doppler
LAZ. When Zy = N and M ≥ 2, the proposed bound (20b)
is equal to (21) by choosing weight vector w = [1, 0, · · · , 0]T .
When Zy = N and M = 1, the proposed bound (20b) is equal
to (21) with weight vector w = [0.5, 0.5, 0, · · · , 0]T .

Next, we investigate different weight vectors w for the
bound (20). We first consider (20) with D = 0.

1) Weight vector A (wA,q): An intuitive weight vector,
denoted as wA,q , can be defined as

wA,q
i =

{ 1
q , 0 ≤ i ≤ q − 1;

0, q ≤ i ≤ Zx − 1,
(24)

where 1 ≤ q ≤ Zx.

By appropriately selecting q, we obtain:
Corollary 2: For any LAZ Γ satisfying Zx >

√
3N2

MZy
with

the condition that MZy ≥ 3, we have

θ2c (M − 1) + θ2a

(
1−

√
MZy√
3N

)
≥ MN

√
3MZy − 2√
3MZy

,

(25a)

θ2max ≥ N − 2N√
3MZy

. (25b)

Proof: See Appendix A.
2) Weight vector B (wB,q): We derive the weight vector

wB,q using a quadratic minimization approach, similar to [13,
Lemma 2] and [31]. The resulting weight vector is expressed
as:

wB,q
i =

{
sin γ

2

sin qγ
2
sin (γ0 + iγ) , 0 ≤ i ≤ q − 1;

0, q ≤ i ≤ Zx − 1,
(26)

where q is an even positive integer satisfying qγ ≤ π+γ, and
γ0 = π−qγ+γ

2 . Here, γ = arccos
(
1− MZy

N2

)
and MZy ≤

N2.
By substituting wB,q and D = 0 into the bound (20), and

selecting q =
⌊
π
γ

⌋
+ 1, we obtain the following result.

Corollary 3: For any LAZ Γ satisfying Zx > π
γ and 5 ≤

MZy ≤ N2, we have

θ2max ≥ θ2c (M − 1) + θ2a
M

≥ N −

⌈
πN√
8MZy

⌉
. (27)

Based on these weight vectors above, we consider other
values of D for (20). We denote the optimal D as Dopt, which
makes (20b) the tightest under a given weight vector among
different values of D. If (18) is satisfied for a weight vector
w, then there exists Dopt > E − 1. Let (20b) with D = 0 be
denoted as AFBref. Then, from Lemma 2 and (18), we have
Dopt ≈

⌊√
AFBref

⌋
. Conversely, consideration of Dopt is only

necessary when Zx ≥ N −
⌊√

AFBref
⌋
. For weight vectors

such as wA,q and wB,q which have only the first q elements
non-zero, this condition becomes q ≥ N −

⌊√
AFBref

⌋
.

B. LAZ with Zx = N Case

Aperiodic AF lower bound associated to the LAZ Γ with
Zx = N and 1 ≤ Zy ≤ N can be considered as a special case
of (20). Nevertheless, a generalization of the weight vector w
for this Zx = N case can be achieved. Essentially, the bound
(20) leverages the first Zx row-vectors of the circulant matrix
c (xm,r) in (11). Due to the cyclic property of c (xm,r), when
Zx = N , u(xm,r) in (11) can incorporate all the 2N−1 row-
vectors of c (xm,r). In other words, when the maximum delay
of interest is N − 1, the absolute value of the delay between
any two row-vectors in c (xm,r) is less than or equal to N−1.
Thus, the weighting condition (9a) can be replaced by:

2N−2∑
i=0

wi = 1, wi ≥ 0, i = 0, 1, · · · , 2N − 2. (28)
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Following the same steps as in (7) to (20), replacing
ls,t,N = |t − s| with the extended definition l′s,t,N =
min {|t− s|, 2N − 1− |t− s|}, generalized aperiodic AF
lower bounds for the LAZ Γ with Zx = N can be derived
as follows:

Theorem 2 (Aperiodic AF lower bounds for LAZ with
Zx = N ): For any weight vector w satisfying the weighting
condition (28), and any LAZ Γ with Zx = N and 1 ≤
Zy ≤ N , the aperiodic AF lower bound for any sequence
set (N,M, θmax,Γ)-S is given by:

θ2c (M − 1)

(
1−wT

D∑
d=1

Jd
2N−1w

)

+θ2a

(
1−wT

(
I2N−1 +

D∑
d=1

Jd
2N−1

)
w

)

≥M

(
N −Q

(
w,

N2

MZy
,

D∑
d=1

d2Jd
2N−1

))
, (29a)

θ2max ≥N −
Q
(
w,

N(N−Zy)
MZy

,
D∑

d=1

(d2 −N)Jd
2N−1

)
1−wT

(
1
M I2N−1 +

D∑
d=1

Jd
2N−1

)
w

, (29b)

where Q(w, η,B) = wT (ηI2N−1 + B + L2N−1)w and
D ∈ [0, N − 1].

Remark 4:
• When Zy = 1, the proposed bound (29b) reduces to

the Arlery-Tan-Rabaste bound [15, Theorem 2], which
corresponds to the Levenshtein bound when D = 0
[13, Theorem 1]. Again, these correlation bounds are
equivalent to the AF bounds for Zy > 1 obtained using
the non-optimal weight vector p = [1, 0, · · · , 0]T , so the
proposed bound (29b) is strictly tighter than them for
Zy > 1.

• Compared to the original weighting condition (9a) with
Zx = N , weighting condition (28) provides enhanced
flexibility in selecting weight vectors for LAZ with
Zx = N case. For a weight vector w with non-zero
values present only in the first N elements, the bounds
(29) and (20) are equivalent.

1) Weight vector C (wC): We demonstrate the significance
of the new weighting condition (28) by using the most
straightforward weight vector wC , which is defined as

wC
i =

1

2N − 1
, i = 0, 1, · · · , 2N − 2. (30)

Corollary 4: For any LAZ Γ with Zx = N and 1 ≤ Zy ≤
N , we have

θ2c (M − 1) + θ2a
2N

2N − 1
≥ N2 MZy − 1

(2N − 1)Zy
, (31a)

θ2max ≥ N2 MZy − 1

M(2N − 1)Zy − Zy
. (31b)

Proof: The proof of (31) is similar to that of Corol-
lary 2 by substituting wC and D = 0 into (29b), note that∑2N−2

s,t=0 l′s,t,Nwswt =
N(N−1)
2N−1 for wC .

Remark 5: When Zy = 1, bound (31a) reduces to the Sar-
wate bound for auto- and cross-correlation [28], bound (31b)
reduces to the Welch bound [12] for aperiodic correlation.

Based on the following analysis, wC is the opti-
mal weight vector for bound (29b) with D = 0 in
certain scenarios. Specifically, for the quadratic function
Q(w,

N(N−Zy)
MZy

,02N−1) in (29b), when the following condi-
tion of M , N and Zy is satisfied [32]:

∀ k ∈ [1, 2N − 1] s.t. λk=
N(N − Zy)

MZy
− 1

4 sin2 π
2N−1

≥ 0,

weight vector wC minimizes Q(w,
N(N−Zy)

MZy
,02N−1). Addi-

tionally, wC also minimizes wTw in (29b), and consequently,
it maximizes (29b) in the case when D = 0. Based on these
observations, the following remark can be made.

Remark 6: The bound in (31b) cannot be further improved
by substituting any other weight vector w into (29b) with
D = 0 in the following scenarios:

• N ≥ 2 with M = Zy = 1 or M = 2 and Zy = 1;
• N ≥ 7 with M = 1 and Zy = 2.
Again, for a given weight vector w that satisfies (28) and

∃ (ws, wt) s.t.
2N−2∑
s,t=0

l′s,t,N=N−d

wswt ̸= 0, θ2max > d2, (32)

we can conclude that there exist Dopt > 0. Let (29b) with

D = 0 be denoted as ÃFBref, we have Dopt ≈
⌊√

ÃFBref

⌋
.

IV. ASYMPTOTICALLY ORDER-OPTIMAL SEQUENCE SET
FOR AF IN THE LAZ

According to Corollary 1-4, θmax should be at least O(
√
N),

when the order of the size of the LAZ (i.e. the order of
ZxZy) is no less than O(N) (see Table I for more examples).
Therefore, a sequence set with θmax asymptotically equal to
O(

√
N) is said to be “order-optimal” in this paper.

To find such order-optimal sequence sets, we consider
Chu sequences [27]. A Chu sequence set can be defined as
A = {sm}Mm=1, with each sm =

[
sam
0 , sam

1 , · · · , sam

N−1

]
is

unimodular sequences of length N given by

sam
t = e

πjamt2

N , (33)

where am are distinct integers for different m with |am| ∈
[1, N − 1] [25]. Note that [27] used a slightly different
definition when N is odd.

We first analyze the maximum AAF magnitude in certain
LAZ for Chu sequences. Consider a Chu sequence s =[
sa0 , s

a
1 , · · · , saN−1

]
, we derive the following conclusion.

Theorem 3 (Maximum AAF magnitude in the LAZ for Chu
sequences): If |a| > 1, for −|a| < ν < |a| and |τ | ≤ βN

|a| − 1,
with 1

2 < β < 1, N ≥ 5|a|, we have

lim
N→+∞

max(τ,ν) |As(τ, ν)|√
N

=
0.4802√

|a|
. (34)

Proof: See Appendix B.
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This indicates that the maximum (non-trivial) aperiodic
AAF magnitude of the Chu sequence in an LAZ satisfying
the conditions in Theorem 3 is asymptotically in the order of
O(

√
N).

We then analyze the maximum CAF magnitude in the
LAZ for Chu sequences. Consider two Chu sequence s1 =[
sa1
0 , sa1

1 , · · · , sa1

N−1

]
and s2 =

[
sa2
0 , sa2

1 , · · · , sa2

N−1

]
with

a1 > a2. We need the following lemma on the bounding
method of Van Der Corput [33].

Lemma 5 ( [33, Theorem 8.15]): Let I be an interval of
R containing ξ integers (ξ ≥ 0). Let f : I → R be a twice
continuously differentiable function on I. If there exists a real
number ρ > 0 and a real number α ≥ 1 such that ∀n ∈ I, ρ ≤
|f ′′

(n)| ≤ αρ, the exponential sum of ej2πf(n) satisfies∣∣∣∣∣∑
n∈I

ej2πf(n)

∣∣∣∣∣ ≤ 3αξ
√
ρ+

6
√
ρ
. (35)

Theorem 4 (Maximum CAF magnitude in the LAZ for Chu
sequences): For a Chu sequence pair s1 and s2 with a1 > a2,
we have∣∣As1,s2(τ, ν)

∣∣
≤3

(√
a1 − a2 +

2√
a1 − a2

)√
N − 3|τ |

√
a1 − a2√
N

. (36)

Proof: For τ > 0, we have∣∣As1,s2(τ, ν)
∣∣ = ∣∣∣∣∣

N−1−τ∑
n=0

s1ns
2∗
n+τe

j2πνn
N

∣∣∣∣∣
=

∣∣∣∣∣
N−1−τ∑
n=0

ejπ
(a1−a2)n2+2(ν−a2τ)n−a2τ2

N

∣∣∣∣∣
=

∣∣∣∣∣
N−1−τ∑
n=0

ejπ
(a1−a2)n2+2(ν−a2τ)n

N

∣∣∣∣∣ . (37)

Similarly, we have
∣∣As1,s2(τ, ν)

∣∣ =∣∣∣∣∑N−1−τ
n=0 ejπ

(a1−a2)n2+2(ν−a1τ)n
N

∣∣∣∣, for τ < 0.

According to Lemma 5, let f(n) = (a1−a2)n
2+2(ν−a1τ)n
2N or

f(n) = (a1−a2)n
2+2(ν−a2τ)n
2N , ρ = a1−a2

N , α = 1 and ξ =
N − |τ |. Substituting them into (35), we obtain (36).

For sufficiently large N and a1−a2 ≪ N , the upper bound
(36) of the maximum CAF magnitude for s1 and s2 is in the
order of O(

√
N).

Based on Theorem 3 and Theorem 4, the following corollary
can be obtained.

Corollary 5: The Chu sequence set (N,M, θmax,Γ)-A =
{sm}Mm=1 is an order-optimal sequence set for aperiodic AF in
LAZ Γ with ZX <

⌊
N

maxm |am| − 1
⌋

and Zy ≤ minm |am|, if
N ≥ 5maxm |am| and maxm1,m2∈[1,M ] {am1

− am2
} ≪ N .

V. DISCUSSIONS AND COMPARISONS

In this section, we evaluate the tightness of the proposed
aperiodic AF lower bounds from two perspectives. We first
demonstrate that it is tighter than the existing AF lower bound,
and then we show the asymptotic achievability of our proposed
AF lower bounds.

A. Comparisons with the Existing AF Lower Bound

The only existing aperiodic AF lower bound in the literature
can be expressed as:

Lemma 6 (Existing Bound [5, Theorem 4]): For any LAZ
Γ (1 < Zx ≤ N and 1 ≤ Zy ≤ N ),

θ2max ≥ N2 MZxZy −N − Zx + 1

(N + Zx − 1)(MZx − 1)Zy
. (38)

Proof: In [5], the proof for (38) is an extension from the
periodic case and is complicated. Here, we provide a concise
proof using Welch’s inner product method [12]. For a sequence
set {µm}M̂m=1 with M̂ sequences of length N̂ and energy E,
their correlations satisfy [12]

M̂∑
m=1

M̂∑
m′=1

∣∣∣Rµm,µm′ (0)
∣∣∣2 ≥ (M̂E)2

N̂
. (39)

Based on (39) and Lemma 1, let xm,r = [x̃m,r,01×Zx
], since

xm,r is of length N̂ = N + Zx − 1 and energy E = N , we
have

MZxZy (MZxZy − Zy) θ
2
max +N2MZxZy

≥
M∑

m,m′=1

Zx−1∑
i,i′=0

Zy−1∑
r,r′=0

∣∣∣Rc(xm,r)i,c(xm′,r′)
i′
(0)
∣∣∣2

≥ (MZxZyN)2

N + Zx − 1
. (40)

The bound (38) follows from (40).
We first compare the results of our proposed bound with

the benchmark bound (38) when N is sufficiently large:
Observation 1: For M , Zx, Zy satisfying Zx >

√
3N2

MZy
and

MZy ≥ 3 or Zx > π
γ and 5 ≤ MZy ≤ N2, the respective

asymptotic lower bound of our proposed method is tighter than
that of [5, Theorem 4].

Observation 1 can be easily verified through numerical
calculations, with partial results in Table I. One can observe
that both our proposed AF bounds are tighter than the bound
[5, Theorem 4] for different values of M . Additionally, note
that the effective ranges of the bounds in Corollary 2 and
Corollary 3 differ, with the bound in Corollary 3 being slightly
tighter when both bounds are applicable.

We further compare our proposed bounds with the bench-
mark bound (38) [5] through two examples.

Example 1: In Fig.1(a), for LAZ with different Zx and
Zy , with N = 128 and M = 6, one can observe that
our proposed bounds (under the weight vector wB,q with
q = min

{
Zx,

⌊
π
γ

⌋
+ 1
}

) are tighter than the benchmark
bound (38) [5]. As analyzed in Subsection III-A, the con-
figuration of this example satisfies q < N −

⌊
N
√

AFBref
⌋
,

hence the consideration of Dopt is unnecessary. Furthermore,
the proposed bounds exhibit a corresponding increase as Zx

or Zy increases, which is a distinct behavior compared to
the benchmark (38). This also indicates that our proposed
bounds align more with the physical significance. The rationale
behind this is that achieving lower (non-trivial) AF magnitude
is increasingly challenging for a larger LAZ. Therefore, it
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TABLE I. Asymptotic AF Lower Bound Comparison (in the LAZ with Zx = N/4 and Zy = 10)

AF Lower Bound M = 1 M = 2 M = 3 M = 4 M ≥ 5

[5, Theorem 4]1 θ2max ≳ 0.4000N θ2max ≳ 0.6000N θ2max ≳ 0.6667N θ2max ≳ 0.7000N θ2max ≳ 2N(10MN−5N+4)
5(5N−4)(MN−4)

N

Corollary 22 θ2max ≳ 0.6349N θ2max ≳ 0.7418N θ2max ≳ 0.7892N θ2max ≳ 0.8174N θ2max ≳
(
1− 2√

30M

)
N

Corollary 33 θ2max ≳ 0.6488N θ2max ≳ 0.7516N θ2max ≳ 0.7972N θ2max ≳ 0.8244N θ2max ≳
(
1− π√

80M

)
N

1 shown in (38);
2 shown in (25), from the weight vector wA, note that Zx >

√
3N2

MZy
and MZy ≥ 3;

3 shown in (27), from the weight vector wB , note that Zx > π
γ

and 5 ≤ MZy ≤ N2.

(a) Proposed bound versus the LAZ (with N = 128 and M = 6).
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(b) Proposed bounds for LAZ versus sequence length N
(with M = 1, Zx = N and Zy = 2).

Fig. 1. Comparison of the proposed aperiodic AF lower bounds and the benchmark bound.

is logical that the AF lower bound should increase with the
enlargement of the LAZ.

Example 2: In Fig.1(b), an example of the LAZ with
Zx = N is presented with M = 1 and Zy = 2. This example
meets the conditions outlined in Remark 6, implying that wC

offers the tightest bound among all different weight vectors.
Again, our proposed bounds are tighter than the benchmark

bounds (38). Furthermore, setting D = Dopt ≈
⌊
N

√
ÃFBref

⌋
effectively tightens this bound further, which shows the sig-
nificance of the D last delays consideration.

These examples again demonstrate that our proposed bounds
are tighter than the only existing bound [5, Theorem 4].

B. Asymptotic Achievability of the Proposed Bounds

In Section IV, we have shown that our proposed AF lower
bounds are asymptotically achievable in certain LAZ by the
Chu sequences. In this subsection, we provide numerical
examples to illustrate the closeness between the proposed
aperiodic AF lower bounds and the maximum AAF and
CAF magnitudes of Chu sequences, thereby demonstrating the
tightness of our proposed bounds.

In Fig. 2, we show the maximum AAF/CAF magnitudes of
a Chu sequence pair s1 and s2 with a1 = 20 and a2 = 19
for different values of N , along with the proposed aperiodic
AF lower bounds associated to the LAZ (Zx =

⌊
9N

10|a1|

⌋
and

Zy = a2 according to Corollary 5). We set θa = 0.4802
√

N
a1

as the asymptotic value of the maximum AAF magnitude for
s1, which is smaller than that of s2. According to the tradeoff
between θa and θc as shown in (25a), θc is represented by
the purple line in the figure. Note that some values in Fig. 2
exceed 0 dB because

√
N is used as the normalization factor

here for calculating decibels instead of N .
One can observe that the maximum AAF magnitudes

of both s1 and s2 asymptotically approach their respective
asymptotic values, while the maximum CAF magnitude be-
tween them only slightly exceeds the bound θc when N is
sufficiently large. Despite a certain gap, this demonstrates that
the proposed bounds are quite tight for the aperiodic case, and
their order is asymptotically achievable. Similarly, other Chu
sequence pairs satisfying the conditions in Corollary 5 also
exhibit maximum AF magnitudes that closely approach the
proposed bounds, and such order-optimal sequence pairs are
readily extendable to form order-optimal sequence sets.

VI. CONCLUSIONS

In this work, we have derived generalized Arlery-Tan-
Rabaste-Levenshtein AF lower bounds with respect to the LAZ
in the delay-Doppler plane. We have also presented the trade-
offs between the lower bounds for the aperiodic AAF and
CAF. Our first innovation is the introduction of two weight
vectors in order to characterize the individual influences of the
delay and Doppler shifts, respectively. Moreover, our bounds
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Fig. 2. Comparison of the maximum AAF/CAF magnitudes of a Chu sequence pair s1 and s2 (a1 = 20, a2 = 19) and the proposed aperiodic AAF/CAF
lower bounds (25a) associated to the LAZ with Zx =

⌊
9N

10|a1|

⌋
and Zy = a2.

are derived by exploring certain insights of the zero delay
and D last delays that are associated with the structural
properties of aperiodic AF. Furthermore, it has been shown that
our proposed AF lower bounds are asymptotically achievable
by the Chu sequence sets and are tighter than the existing
benchmark bound.

APPENDIX A
PROOF OF COROLLARY 2

By substituting wA,q and D = 0 into (20a), we have

θ2c (M − 1) + θ2a

(
1− 1

q

)
≥M

(
N −

Zx−1∑
s,t=0

ls,t,Nwswt −
N2

MZy

Zx−1∑
i=0

w2
i

)

=M

(
N −

q−1∑
s,t=0

|s− t| 1
q2

− N2

qMZy

)

=M

(
N − (q − 1)(q + 1)

3q
− N2

qMZy

)
. (41)

Based on θ2max

(
M − 1

q

)
≥ θ2c (M−1)+θ2a

(
1− 1

q

)
, we have

θ2max ≥ 3qMNZy−3N2−q2MZy+MZy

3(qM−1)Zy
.

When MZy ≥ 3, there is an integer q̂ satisfies 1 ≤ q̂ ≤ N ,
and q̂ =

√
3N2

MZy
− ϵ, where 0 ≤ ϵ < 1,

θ2c (M − 1) + θ2a

1− 1√
3N2

MZy


≥θ2c (M − 1) + θ2a

(
1− 1

q̂

)
≥M

(
N − q̂2 − 1

3q
− N2

q̂MZy

)
≥M

(
N − 2N√

3MZy

)
. (42)

APPENDIX B
PROOF OF THEOREM 3

Since As(τ, ν) = A∗
s(−τ,−ν), we only need to con-

sider τ > 0 to analyze the maximum AF magnitude in a
given LAZ. Note that if ν − aτ ̸= uN for any integer u,∑N−1

n=0 e
j2π(ν−aτ)n

N = 0 [28]. For τ > 0, we have

|As(τ, ν)| =

∣∣∣∣∣
N−1−τ∑
n=0

san
(
san+τ

)∗
e

j2πνn
N

∣∣∣∣∣
=

∣∣∣∣∣
N−1−τ∑
n=0

e
jπan2

N e
−jπa(n+τ)2

N e
j2πνn

N

∣∣∣∣∣
=

∣∣∣∣∣
N−1−τ∑
n=0

e
j2π(ν−aτ)n

N

∣∣∣∣∣
=

∣∣∣∣∣∣
N−1−(N−τ)∑

l=0

e
−j2π(ν+a(N−τ))l

N

∣∣∣∣∣∣
= |As(N − τ,−ν)| . (43)

Based on (43), one can easily verify that As(τ, ν) =
As′(τ,−ν) where s′ =

[
s−a
0 , s−a

1 , · · · , s−a
N−1

]
. Thus, in the

following, we only need to consider that a < −1, a < ν < −a
and 0 < τ ≤ βN

|a| − 1, 1
2 < β < 1, so we have

0 < ν − aτ < βN . We consider the following two cases:
Case 1: 1 ≤ τ ≤ 0.45

√
N
|a| .

From the choice of a, ν and τ , it is clear that ν−aτ ̸= uN ,
holds for any integer u. By (43), Lemma 2 and for 1 ≤ τ ≤
0.45

√
N
|a| , we have

|As(τ, ν)| = |As(N − τ,−ν)| ≤ N − (N − τ) = τ

≤ 0.45

√
N

|a|
.

Thus
|As(τ, ν)|√

N
≤ 0.45√

|a|
, for Case 1. (44)
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Case 2: 0.45
√

N
|a| < τ ≤ βN

|a| − 1.
Since N ≥ 5|a|, we have

0 < −|a|+ 1 + 0.45
√
5|a|

≤ −|a|+ 1 + 0.45
√
|a|N < ν − aτ < βN.

Note that

|As(τ, ν)|

=

∣∣∣∣∣
N−1−τ∑
n=0

e
j2π(ν−aτ)n

N

∣∣∣∣∣ =
∣∣∣∣∣1− e

j2π(ν−aτ)(N−τ)
N

1− e
j2π(ν−aτ)

N

∣∣∣∣∣
=

√√√√1− cos 2π(ν−aτ)(N−τ)
N

1− cos 2π(ν−aτ)
N

=

√√√√1− cos 2π(ν−aτ)τ
N

1− cos 2π(ν−aτ)
N

=

∣∣∣∣∣ sin
π(ν−aτ)τ

N

sin π(ν−aτ)
N

∣∣∣∣∣ . (45)

Then, we divide Case 2 into the following two sub-cases:
Sub-case 2-1: 0.45

√
N
|a| < τ ≤ βN

|a| − 1 with ν − aτ ≥
β

sin(βπ)

√
5|a|N .

Since β < 1, sinx is concave downward in [0, βπ]. Thus
sinx > sin(βπ)

βπ x > 0, for 0 < x < βπ. Since 0 < ν − aτ <

βN , we have 0 < π(ν−aτ)
N < βπ. Hence

sin
π(ν−aτ)

N
>

sin(βπ)

βπ
· π(ν−aτ)

N
=

sin(βπ)

βN
·(ν−aτ)>0.

Then based on (45), we have

|As(τ, ν)|√
N

=

∣∣∣sin π(ν−aτ)τ
N

∣∣∣
√
N
∣∣∣sin π(ν−aτ)

N

∣∣∣ < 1
√
N sin(βπ)

βN · (ν − aτ)

=
β

sin(βπ)
·

√
N

(ν − aτ)

≤ β

sin(βπ)
· sin(βπ)√

5|a|β
=

1√
5|a|

, for Sub-case 2-1. (46)

Sub-case 2-2: 0.45
√

N
|a| < τ ≤ βN

|a| − 1 with ν − aτ <
β

sin(βπ)

√
5|a|N .

In this sub-case, ν−aτ
N → 0 as N → +∞. Following (45),

for N → +∞, we have

|As(τ, ν)|2 →
1− cos 2π(ν−aτ)τ

N

1
2

(
2π(ν−aτ)

N

)2 =
1− cos 2π(ν−aτ)τ

N
π(ν−aτ)

Nτ · 2π(ν−aτ)τ
N

=
Nτ

π(ν − aτ)
F

(
2π(ν − aτ)τ

N

)
, (47)

where F (φ) = 1−cosφ
φ with

φ =
2π(ν − aτ)τ

N
=

τ

ν − aτ

2π(ν − aτ)2

N

<
2πτ

ν − aτ
· 5β2|a|
sin2(βπ)

.

For φ > 2π, F (φ) ≤ 2
φ ≤ 1

π ≈ 0.3183. For 0 < φ ≤ 2π,
the maximum value of F (φ) equals F (φ0) ≈ 0.7246, φ0 ≈
2.3311 [23].

Then, we consider the τ
ν−aτ part in (47). Note that τ

ν−aτ =
1

ν
τ −a , 0.45

√
N
|a| < τ ≤ βN

|a| − 1, and a < ν < −a, we have

1
−a−1

0.45
√

N/|a|
− a

≤ τ

ν − aτ
≤ 1

a+1
βN/|a|−1 − a

.

For N → +∞,
1

−a−1

0.45
√

N/|a|
− a

→ 1

|a|
and

1
a+1

βN/|a|−1 − a
→ 1

|a|
,

so τ
ν−aτ → 1

|a| . Thus, from (47), we have

lim
N→+∞

max(τ,ν) |As(τ, ν)|√
N

=

√
F (φ0)

π|a|
=

0.4802√
|a|

,

for Sub-case 2-2. (48)

Overall, based on the results from (44), (46), and (48), we
conclude (34).
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